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 A Survey of Productivity and Efficiency
 Measurement in Rail Transport

 Tae Hoon Oum, W. G. Waters II and Chunyan Yu*

 Abstract
 This paper surveys alternative methodologies for measuring and comparing the productivity and efficiency
 of railways, and the empirical findings of applied studies. Empirical studies reveal trends and differences
 among railways and time periods. Almost all studies reviewed conclude that increased competition via reg
 ulatory liberalisation and deregulation has improved efficiency. Many European studies find that manage
 rial autonomy increases efficiency. It is important that the effects of differential operating environments
 such as traffic density and the characteristics of a rail network should be removed in order to make a proper
 comparison of efficiency.

 1. Introduction
 Since 1945, railways in most countries have experienced a declining market share, ris
 ing input prices, and increasing competition from other modes of transport. The success
 of individual railways, as well as the industry as a whole, depends on improving their
 productive performance. In order for governments to design proper public and regulato
 ry policies concerning the rail industry, and for railroad companies to set appropriate
 strategies to improve productivity, it is important to understand the determinants of pro
 ductivity.

 Railways are multiproduct enterprises. Their outputs have a spatial dimension as
 well as quality attributes. These outputs are produced via complex production processes
 involving numerous primary and intermediate inputs. It is difficult to compare the out
 puts and inputs of one firm with those of other firms, or over time within the firm. A

 number of methodologies have been used to assess the productivity performance of rail
 ways. Different methodologies, along with data and computational differences, lead to
 different empirical results and interpretations. A long history of government involve
 ment in the industry further influences output decisions, resource use, and productivity.

 There have been numerous productivity or efficiency studies of railways, but few
 surveys. Dodgson (1985) reviews studies on total factor productivity measurement for

 * Corresponding author: W. G. Waters II, Faculty of Commerce and Business Administration, The Uni
 versity of British Columbia, Vancouver BC, V6T 1Z2, Canada. Tae Hoon Oum and W. G. Waters are UPS

 Foundation Professor of Management and Professor, respectively, at the University of British Columbia.
 Chunyan Yu is a post-doctoral Research Associate at the same university. The authors acknowledge with
 thanks the research grant support of the Social Science and Humanities Research Council of Canada, and
 thank the Editor and two anonymous referees for helpful comments.
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 railways and issues related to decomposing productivity variations into sources. He fo
 cuses on both the economic foundation of productivity measurement and the policy im
 plications of empirical results. Hooper (1987) provides an overview of theoretical
 concepts in productivity measurement, but focuses mainly on empirical results; he cites
 nine empirical studies of rail productivity prior to 1982. Oum et al. ( 1992) examine con
 cepts, methods, and purposes of productivity measurement in transport industries, but
 do not provide a detailed survey of empirical studies.

 This paper reviews alternative methodologies for measuring and comparing produc
 tivity and productive efficiency in the rail industry. Section 2 sets out efficiency meas
 urement within the framework of production theory. Section 3 describes index number
 procedures for measuring productivity, including partial factor productivities, total fac
 tor productivity (TFP), and the data envelopment analysis method (DEA). Data issues
 are discussed, along with empirical studies that use these methods. Also discussed are
 the methods of decomposing "gross" TFP or DEA changes into sources, such as the ef
 fect of output scale, effects of exogenous factors, and productive efficiency. Section 4
 focuses on measuring productive efficiency by estimating conventional production and
 cost functions. Section 5 discusses frontier estimation methods and their applications.
 Concluding remarks are made in Section 6.

 2. Productivity and Productive Efficiency
 A "productivity gain" refers to increased output relative to inputs. This could be a par
 tial measure comparing an increase in one of many output categories with that in one or

 more inputs, or a more comprehensive measure such as an index of total output com
 pared to an index of total inputs (a total factor productivity index). Productivity can be
 compared between firms, and/or over time within a firm. One of the main objectives of
 productivity measurement is to make inferences about the efficiency of a firm, an organ
 isation, or an industry. However, productivity variation can arise from different sources:
 differences in efficiency, economies of scale, differences in network characteristics, and
 other exogenous factors, that affect performance (for example, average length of haul,
 composition of traffic, market size, quality of service, weather, or terrain conditions)
 and/or technological changes. Therefore, to make inferences about productive efficien
 cy, one must remove the effect on productivity caused by the differences in operating
 environment and other exogenous factors.

 A production function specifies the maximal output obtainable from an input vector
 given the production technology, that is, a frontier. Figure 1 shows the frontier for a one
 input one-output (y) production function denoted byj{x), where x denotes the input lev
 el. All points on or below it, such as B, C, or D, are achievable, and hence can be ob
 served, whereas points beyond it, such as E, are neither realisable nor observable.1 The
 "distance" from an observed point to the frontier provides a measure of inefficiency of
 the firm.

 1 In this section we assume that there is no statistical noise, measurement error, or difference in operating
 environment, since we focus on theoretical aspects of productive efficiency. For a useful exposition on effi
 ciency measurement, see Coelli et al. (1998).
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 A Production Function as a Frontier

 A measure of productivity is the ratio of outputs to inputs, indicated by a ray from
 the origin to the various points in Figure 1. Points D to B to E show increasing produc
 tivity. The change from D to B reflects increased efficiency of input use in existing tech
 nology, whereas achieving E requires a shift in production technology.

 When multiple outputs or inputs exist, productive efficiency consists of two compo
 nents: technical efficiency and allocative efficiency (Farrell, 1957). This is illustrated in
 Figure 2 for the case of a single output, y, using two inputs, x{ and x2. The production
 frontier is y =X*i, x2). To simplify further, assume constant returns to scale: the produc
 tion frontier can be expressed as 1 -f{xxly, x2ly)9 a unit isoquant such as ACA'A" shown
 in Figure 2. A firm producing at any point above ACA'A" uses more of at least one input
 than is necessary. Suppose the available budget is represented by the isocost line PP\

 which is tangent to the isoquant ACA'A" at point A'.
 A firm is technically efficient if it chooses an input mix on the unit isoquant, and is

 allocatively efficient (pricewise efficient) if the marginal rate of substitution between
 two inputs is equal to the corresponding input price ratio. Technical inefficiency results
 from excessive use of inputs (given the level of output), while allocative inefficiency re
 sults from employing inputs in wrong proportions. Full productive efficiency requires
 joint satisfaction of technical and allocative efficiency conditions. This is obtained at
 point A' in Figure 2. Firm C is technically efficient, but is allocatively inefficient, while
 firm E is allocatively efficient but technically inefficient.

 Consider the inefficient point D in Figure 2. Farrell (1957) defines the technical ef

 ficiency at point D as: TE = OCIOD\ TE measures the proportion of inputs (jc^, x?) ac
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 i/y

 Figure 2
 Technical and Allocative Efficiency

 tually necessary to produce y0. TE equals 1 if the firm is on the frontier ACA'A". As the
 observed performance of D worsens, the technical efficiency ratio falls towards zero.
 Thus in general: 0<TE< 1. Point C is technically efficient, but it costs more than nec
 essary because the same output could be produced at the cost of OB by substituting x1
 for x2\ that is, point C is allocatively inefficient, caused by non-optimal input propor
 tions. Farrell (1957) defines the allocative inefficiency (price inefficiency) at point C as:
 PE = OBIOC. As C lies closer to A', PE rises towards one. That is, PE also lies between
 zero and unity. Since D has the same input proportion as C, it has an allocative ineffi
 ciency of the same amount PE = OBIOC.

 Combining technical and allocative efficiency measures gives an overall measure of
 the efficiency at point D. Following Farrell (1957), the productive efficiency (or eco
 nomic efficiency, EE) of D is defined as: EE = TE*PE = OBIOD?

 While ideally we would wish to measure overall productive efficiency (OB/OD in
 Figure 2), economists have generally focused on technical efficiency in empirical stud
 ies.3 There are several reasons for this. First, in the long run, changes in technical effi
 ciency tend to dominate overall changes in productive efficiency. Second, it is not
 possible to develop a consistent theoretical framework for measuring and interpreting
 efficiency without assuming optimal behaviour of firms, such as using optimal input
 combination. This is especially so when firms produce multiple outputs, and thus use of
 the neoclassical cost function is essential to measure efficiency. Third, in many sectors
 of the economy, such as government services, educational and health services, informa

 2 It is noted that Farrell's analysis does not consider the question of optimality of output level, since the
 optimal scale of production is indeterminate in the case of constant returns to scale. Under non-constant re
 turns to scale, a firm is said to be "scale efficient" if it produces output where price is equal to marginal cost.
 3 Allocative efficiency has been investigated in numerous studies, including Schmidt and Lovell (1979),
 Kopp and Diewert (1982), Kumbhakar (1987, 1989), and Kalirajan (1990).
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 Schematic of Rail Production Process

 tion on input prices is not available. Without input prices, it is not possible to measure
 allocative (input mix) efficiency. Measuring technical efficiency, on the other hand,
 does not require such information. In the remainder of this paper, our discussions focus
 on technical efficiency measurement. Other issues such as allocative efficiency, scale
 effects, and the influence of operating environments, are discussed to the extent that they
 are necessary to identify technical efficiency accurately.

 Finally, Figures 1 and 2 show production from primary inputs. In fact, rail operations
 make use of a number of intermediate production activities, and final outputs are pro
 duced using a mix of primary inputs and intermediate outputs (for example, train oper
 ations are an intermediate output used to produce final output). This is illustrated in
 Figure 3. Partial productivity measures often focus on intermediate outputs, but overall
 efficiency is measured by linking primary inputs and final outputs as in Figures 1 and 2.
 Note that because of the complexity of total operations it can be extremely difficult to
 precisely link specific input use with specific outputs produced. Hence partial produc
 tivity measures are problematic in their accuracy/reliability.

 3. Index Number Procedures for

 Productivity and Efficiency Measurement
 Index number procedures generally construct a ratio-type productivity/efficiency meas
 ure, without the need for statistical estimation of a production or cost function. In this
 section, three general categories of index number procedures are reviewed and dis
 cussed: partial productivity measures, total factor productivity (TFP), and the data en
 velopment analysis method (DEA).
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 3.1 Partial factor productivity (PFP) and performance ratios
 Partial (factor) productivity measures generally relate a firm's output to a single input
 factor. For example, revenue tonne-kilometres per employee is a labour-based partial
 productivity measure. A large variety of "performance ratios" are in use in practically
 every industry. It is possible to track one or more output or intermediate activities rela
 tive to one or more input or other intermediate activity categories. Trains despatched per
 hour, phone calls handled by receptionists per hour, number of trains per mile of track,
 loaded to empty car-miles ? the list of potential measures is almost endless. These
 types of measures are easy to compute, require only limited data, and are intuitively easy
 to understand. They have thus been widely used by both academics and industry ana
 lysts. For example, the Association of American Railroads (AAR) annually publishes
 statistics relating miles of track, freight cars, employment, fuel, and other factors, to rail
 ton-miles. Similarly, British Rail reports a variety of performance measures in its annual
 report. Table 1 lists some examples of commonly used partial productivity measures in
 the rail industry. Note that some of the measures are financial rather than physical meas
 ures of performance. Barrett (1991), Nash (1981, 1985), Jackson (1991, 1992, and
 1993), Schwier et al (1990), Thompson et al. (1991), Tretheway and Waters (1990a,
 1990b), Thompson and Fraser (1993), Nash and Preston (1994), and Preston (1996) are
 examples of studies that examine railway performance through the use of partial produc
 tivity measures, such as labour, fuel, and rolling stock productivities. However, produc
 tivity of one input depends on the level of other inputs being used; high productivity
 performance in one input may come at the expense of low productivity of other inputs
 (Brand, 1974; McGeehan, 1995a, 1995b; Barrett, 1995).

 Another common problem is an inadequate output measure. A single output measure,
 whether it be gross ton-miles, revenue ton-miles, car miles, passenger miles, or train
 miles, is not a comprehensive measure of the true total economic output. Although each
 of these measures reflects an important dimension of railway outputs, use of a single
 output measure could bias performance comparisons. A better approach is to combine
 passenger, freight, express freight, and other service outputs, to form a total output index
 as described in the TFP subsection below.

 Some general or "system" measures of productivity have been suggested to alleviate
 problems of using PFPs. These measures, although still partial in nature, employ a com
 bination of a number of PFP measures. For example, Martland (1989, 1997) uses a
 number of partial rail performance measures, and attempts to link changes in them to
 changes in (deflated) revenues and costs. In examining US rail operations during the pe
 riod 1973-83 and the update to 1995, he finds that the increased performance in some
 aspects of rail operations is largely (but not entirely) offset by the increased costs of oth
 er components of rail operations. Martland's approach shows promise in trying to im
 prove understanding of net changes in productivity and the link with operations
 components and financial performance. However, his measurement focuses on interme
 diate activities rather than actual outputs, and thus there is no assurance that aggregation
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 Table 1
 Selected Partial Indicators of Rail Productivity

 General Operations
 1 Average train speed (train-miles divided by train-hours)
 2 Average number of cars per train (car-miles divided by train-miles)
 3 Average haul (revenue ton-miles divided by revenue tons)
 4 Gross and revenue tons per train (gross ton-miles divided by train-miles, revenue ton-miles divided

 by train miles)
 5 Train-switching-hours and train-switching-miles as percentages of total train-miles and train-hours
 6 Revenues and expenses per train-mile, per revenue ton-mile
 7 Ratio of revenue ton-miles to gross ton-miles
 8 Gross ton-miles per ton or gallon of fuel
 9 Ratio of expenses to revenues
 10 Ratio of loaded to total car-miles.

 Locomotives
 1 Locomotive unit-miles (road, train-switching, and yard-switching)
 2 Locomotive switching-unit-miles as a percentage of total locomotive unit-miles
 3 Locomotive unit-miles or locomotive-hours per serviceable locomotive-day
 4 Gross and revenue ton-miles per serviceable locomotive
 5 Average number of cars per locomotive (car-miles divided by locomotive road-unit-miles)
 6 Gross ton-miles per locomotive road-unit-mile

 Cars (or wagons)
 1 Ratio of revenue ton-miles to carloadings or per ton of car capacity
 2 Revenues and expenses per ton of car capacity
 3 Average carload (revenue ton-miles divided by loaded car-miles)
 4 Car-miles (or revenue ton-miles) per serviceable car-day
 5 Revenue tons carried per car
 6 Car cycle time or number of carloads per car per year
 7 Car-hours in road movement per serviceable car-day
 8 Average time in shipper's hands, in terminals, in trains, etc.
 9 Revenue and expenses per car
 10 Car-miles (loaded and empty)

 Track
 1 Number of miles of track
 2 Revenue ton-miles per mile of track
 3 Carloads per mile of track
 4 Revenue per mile of track
 5 Maintenance expenses per mile of track

 Capital
 1 Net investment per employee
 2 Dollars of revenue per dollar of net investment
 3 Revenue ton-miles per dollar of net investment
 4 Investment per ton of capacity

 Labour
 1 Revenue and gross ton-miles per employee or per man-hour paid
 2 Professional, clerical, and general: man-hour per carload
 3 Maintenance of way and structures: man hours per million gross ton-miles
 4 Maintenance of equipment and stores: man-hours per thousand locomotive-miles and car-miles
 5 Transport (train and engine services): man-hours per thousand train-miles and train-hours

 Source: Adapted from Tubb (1977), and Tretheway and Waters (1990b).
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 of those intermediate activities will be consistent with the true economic output of rail
 firms.

 Despite their shortcomings, partial productivity measures can provide useful insights
 to causes of high or low productivity, and thus provide practical guidance for identifying
 productivity problems. Partial measures are useful in comparisons of performance
 across firms operating in similar operating environments, or over time within a firm
 when the operating environment and input prices remain relatively stable.

 3.2 Total factor productivity (TFP)
 A TFP index is the ratio of a total (aggregate) output quantity index to a total (aggregate)
 input quantity index. Output and input quantity indices recognise the multi-output multi
 input nature of the rail industry. TFP growth is the difference between the growth of the
 output and input quantity indices. TFP is not an unambiguous concept either in theory
 or in practical measurement. Various approaches to TFP measurement lead to different
 interpretations and empirical results. Because of the aggregation problems inherent in

 multiple output production, different productivity measures lead to differences in meas
 ured results even in theory (Diewert, 1992). This is compounded by differences in data,
 data errors, and different assumptions in computations. We first comment on input and
 output measurement for rail TFP studies; this is relevant for all remaining subsections.

 Measuring inputs and outputs
 Some inputs are generally measured in physical quantities, for example, litres of fuel
 consumed or the energy equivalent. Labour inputs may be measured by the number of
 employees or employee-hours. The former may correct for full-time and part-time
 equivalent workers. Employee hours may distinguish between hours worked versus
 "hours paid for". It is preferable to disaggregate labour categories according to wage/
 skill levels. There has been a shift from low-skill to relatively high-skill workers in
 North American railways. Under these circumstances, a disaggregate labour index
 shows a lesser rate of decline in labour inputs than is calculated using undifferentiated
 employees or employee-hours (Tretheway and Waters, 1990a).

 The most contentious input measure is capital. Capital is a stock from which a flow
 of services is derived. Ordinarily, capital is measured in currency units rather than phys
 ical quantities. In order to weigh capital relative to other inputs (cost share weights) it is
 necessary to have capital expressed in current dollars. The most common procedure is
 the Christensen-Jorgenson (1969) perpetual inventory method. Historical investments
 are accumulated for each year, converted to constant dollars by a price index for capital
 assets, less an assumed rate of economic depreciation. This method assumes that all cap
 ital investments were "used and useful"; that is, there is no provision for inappropriate
 (for example, politically motivated) investments, a dubious assumption for many rail
 ways. Obsolescence must be reflected in the assumed depreciation rates; that is, eco
 nomic depreciation is used, not regulatory-mandated or tax-based depreciation rates.
 These are still stocks, rather than flows. Rental or leased capital, typically, is incorpo
 rated by deflating lease payments by a price index to put leased capital on an equal foot
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 ing with owned capital. If we assume a constant service flow from a capital stock, then
 the growth of the capital stock provides the measure of the growth of capital inputs
 (flow) for calculating aggregate input quantity growth. This assumes that a given stock
 produces a flow of capital services for that year, independent of the level of actual out
 put. This "lumpy" flow of capital services causes measured TFP to fluctuate with the
 business cycle; hence measured TFP may vary from year to year. TFP growth is best
 thought of in terms of productivity trends rather than specific year-to-year values.

 Although the Christensen-Jorgenson (1969) perpetual inventory method of measur
 ing capital is preferred methodologically, it is very data- and time-intensive. Simpler
 proxies for capital measurement have been used; for example, miles of track as a proxy
 for the size of the aggregate investment in way and structures (see Roy and Cofsky,
 1985). Total rail car fleet and/or total locomotive fleet (possibly adjusted by horsepower
 ratings) could serve as a proxy for the equipment capital stock (see Steering Committee,
 1992, chapter 5). The correspondence between these proxies and actual capital stocks is
 problematic; they may be reliable for equipment capital, but are less convincing for way
 and structures capital. It is still necessary to construct cost share weights, so it is neces
 sary to convert whatever measure of capital into a current dollar equivalent expenditure
 for comparison with other input expenditures.

 To construct the cost share weights, the imputed expenditure on capital is calculated
 by multiplying by a service price of capital. This is the imputed required return to cover
 the costs of using a unit of capital. This is measured as the rate of economic depreciation
 plus the cost of capital, and may include a capital gains component if capital assets are
 appreciating in value because of inflation. The cost of capital may distinguish between
 debt and equity capital, and adjust for taxation rates (which affect debt and equity dif
 ferently), tax depreciation allowances, and so on (see Freeman et al., 1987).

 A sizeable proportion of total rail expenditures are the "miscellaneous" items (nei
 ther fuel, labour, nor capital). These include purchased services, materials, supplies, and
 so on. Typically, the quantity of these inputs is measured by a deflated expenditure ap
 proach: the total of such expenses is divided by an appropriate input price index ? the
 GDP deflator is often used.

 The aggregate input quantity index is the weighted sum of the respective indices
 (weighted by cost shares), with each index set at unity for some common data point.

 More specifically, the growth in aggregate inputs is the weighted sum of the growth
 rates of the individual input quantity indices.

 An alternative approach to an aggregate input quantity index is to divide total expen
 ditures (including capital) by an aggregate input price index. An example is the US In
 terstate Commerce Commission (ICC) (now Surface Transportation Board, 1997)
 approach to measuring TFP for the US Class I rail industry (this is for a productivity ad
 justment to limit automatic inflationary rate increases on regulated traffic). The input
 quantity index is calculated as total expenditure (including depreciation) divided by the
 Rail Cost Adjustment Factor (RCAF), a legally approved measure of the rise in rail input
 prices. This is calculated quarterly and divided into an aggregate output index (see Wa
 ters and Tretheway, 1991, for a discussion).
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 Turning to output measurement, an aggregate output quantity index is the weighted
 sum of the output categories. The weights are usually revenue shares for the respective
 outputs, although cost elasticity weights are the preferred measure (they reflect the im
 pact of different outputs on the resources required by the firm). Revenue shares and cost
 elasticities are identical only if there are competitive conditions and constant returns to
 scale (Denny et ai, 1981).

 Ideally, a high level of disaggregation is sought, but most productivity studies use
 only a few output categories. Many use just two: freight ton-miles and passenger-miles.
 This implicitly assumes that all ton-miles and passenger-miles are homogeneous. But
 different traffic types entail different input requirements. Unfortunately, disaggregate
 output data are relatively rare. If railways shift their traffic mix towards commodities
 that entail longer, heavier movements compared to smaller-volume shorter movements,
 this will give rise to apparent productivity gains as measured by simple ton-miles. This
 is because the former commodities require fewer inputs per unit than the latter catego
 ries. But a shift in traffic mix is not a real increase in productive abilities. In order to
 remove the effect of traffic mix in measuring TFP, Caves and Christensen (1982) intro
 duced an output quantity index with 400 output categories and travel distances. This was
 superseded by an output index of 243 output categories by Reebie Associates (1988).
 This is used by the US ICC (now Surface Transportation Board) for regulatory purposes.
 The practical significance of disaggregating output is illustrated by Tretheway and Wa
 ters (1995a). Using both Canadian and US data, they show that the TFP growth during
 the 1980s computed from a disaggregate output measure is about a full percentage point
 lower than that computed from aggregate data.

 An alternative way to construct an output quantity index is to deflate total revenues
 by an output price index. This approach is not used often in rail applications, as quanti
 tative traffic information is usually available, but where there is more disaggregate in
 formation on prices and shares, it provides an alternative output measure. Tretheway et
 al. (1997) include a Transport Canada output price index based on disaggregate data to
 construct an output quantity index for combined Canadian Class I railways.

 The Divisia-Tornqvist TFP index procedure
 We turn from the data measurement to the indexing procedure. Theoretical analyses
 make use of the Divisia Index. This assumes continuous and instantaneous changes; that
 is, aggregate output (Y) and input (X) indices have instantaneous growth rates (Y and
 X ) (Hulten, 1973, and Diewert, 1980). Since TFP = Y/X, the TFP growth rate ( TFP )
 is defined by TFP- Y - X, which assumes continuous and instantaneous changes.

 The Tornqvist Index provides a discrete time approximation to the Divisia Index
 (Diewert, 1976, and Grosskopf, 1993). It replaces the continuous growth rates of outputs
 and inputs in the Divisia index formula with the discrete difference in logarithms (Coelli
 et al., 1998). The change in TFP is then obtained by ATFP = AlogK- AlogX.

 Studies following the Divisia-Tornqvist framework include Fishlow (1966), Deakin
 and Seward (1969), Hariton and Roy (1979), and Gollop and Jorgenson (1980). Deakin
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 and Seward (1969) estimate productivity changes in the UK rail industry, Hariton and
 Roy (1979) examine productivity of the Canadian railways, while the other studies are
 based on US data. Hooper (1987) reviews these studies. Gordon (1991) uses the Torn
 qvist formula on industry aggregate data to examine the growth rates of the US railways
 over the 1948-87 period, in terms of inputs, outputs, and "multi-factor" productivity.
 These studies and others are listed in Table 2.

 Following the same general framework, the US Bureau of Labor Statistics constructs
 a "multifactor productivity" measure for the US rail industry. This measure relates rail
 way "total" output to the combined inputs of labour, capital, and intermediate purchases
 (Duke et a/., 1992). The outputs (passenger miles and freight ton-miles) are aggregated
 using operating expense data as weights, while the inputs (labour, capital, and interme
 diate purchases) are aggregated using cost shares. They find that the US rail industry ex
 perienced a 3.5 per cent productivity growth per year between 1958 and 1989, reflecting
 a 1.0 per cent annual growth in output and a 2.4 per cent decline in combined inputs. The
 US Surface Transportation Board (1997) uses a deflated expenditure measure of inputs
 and a disaggregated output index to calculate TFP; this is for limiting price increases on
 regulated rail rates.

 The Industry Commission in Australia studied the TFP of various government busi
 ness enterprises (Steering Committee, 1992) including Australian National (AN) and the
 New South Wales State Rail Authority (SRA). Data for AN included three capital cate
 gories and fuel, labour, and "other" inputs. Outputs were passenger-kms and freight
 tonne-kms. AN showed noticeable productivity growth through the 1980s (over 5.0 per
 cent per annum) but weakening after that. Data for the SRA were more difficult to obtain
 (physical proxies were used to measure capital), but TFP growth was positive during the
 reform process that was taking place between 1989 and 1992.

 Brunker (1992) applies the concept of shadow prices to the Divisia-Tornqvist proce
 dure in estimating TFP growth rates of the Australian National Railways. He points out
 that in the presence of surplus staff, direct use of cost shares as weights for aggregation
 of inputs leads to an over-estimation of labour's contribution to the aggregate input in
 dex. If labour inputs are declining more rapidly than other inputs, a lower weight results
 in a lower TFP calculation.

 Multilateral TFP index procedure
 The Divisia-Tornqvist index measures productivity changes over time. For comparisons
 across firms. Caves, Christensen and Diewert (1982a) (CCD) developed a multilateral
 index procedure. This multilateral index can be applied to cross-sectional data or panel
 data. The TFP formula can be written as follows:

 lnTFPk-lnTFPj = (\nYk-\nYj)-(lnXk-lnXj)
 Rik + Rs Y ?u __ RH ? Rj Y H

 = 2-V,nf S-V'V (1) / * i i l i
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 ^Wik+Wt Xik ^Wu+Wi xu
 ??l y ?* 2 y i ^ii Ai

 where Yik; is the output / for observation k; Rik is the revenue share of output i for obser
 vation k\ Ri is the arithmetic mean of the revenue share of output i over all observations
 in the sample, and Y i is the geometric mean of output i over all observations; Xik- are the
 input quantities; and W^ are the input cost shares. In this procedure, comparison of out
 puts, inputs or TFP between any pair of observations is accomplished by comparing
 each data point to geometric means of the entire data set. The multilateral index allows
 both absolute and growth rate comparisons so it is especially useful for performance
 comparisons. It has the potential practical disadvantage that a new data item (for exam
 ple, an additional year) requires that the index be re-computed entirely, and it is possible
 that values for previous year calculations will change because the mean values will
 change.

 Freeman et al. (1985) use this multilateral TFP index to compare productivity growth
 of Canadian Pacific (CP) and Canadian National (CN), for the period 1956-81. They
 find that both railways achieved substantial TFP growth during the period, with CP's
 TFP growth (3.5 per cent) exceeding CN's (3.1 per cent). Tretheway et al. (1997) ex
 pand the data series to 1991, and find that although both CP and CN sustained modest
 TFP growth throughout the period 1956-91, their performance slipped during the 1980s,
 partly as a result of slower output growth. Sensitivity analysis conducted on alternative
 ways of computing TFP measures shows that the calculation of TFP growth rate is sen
 sitive to a variety of underlying assumptions and calculation procedures, underscoring
 the importance of using a proper method for computing TFP. Even then, calculations
 can vary up to a full percentage point, depending on particular assumptions and compu
 tational procedures (Tretheway and Waters, 1995a, 1995b; Tretheway et al., 1997).

 Using the CCD multilateral index procedure, Hensher et al. ( 1995) construct two sets
 of gross TFP indices, demand side TFP and supply side TFP, depending on whether the
 final output or intermediate output measure is used, for five public rail systems in Aus
 tralia over the period 1971/72 to 1991/92. They suggest the use of this TFP index as a
 reference for benchmarking each railway to evaluate the productivity implications of
 changes in the operating and managerial environment. Quite different conclusions could
 be drawn for intermediate or final outputs; it is possible to be very efficient at running
 trains, but not so efficient at satisfying final customers. (In terms of intermediate out
 puts, the most efficient way to run passenger trains is to carry no passengers because
 they interfere with the operation of the trains.)

 4 Both the Tornqvist index and the CCD multilateral index are "superlative" indices in that those formu
 lae can be derived from underlying translog forms of production technology. Since the translog functional
 form is "flexible", and thus gives quadratic approximation to an unknown true function (Diewert, 1976,
 and Caves, Christensen and Diewert, 1982b), it is attractive for empirical researchers because precise forms
 of underlying technology are usually unknown. However, these two and other superlative indices do not
 necessarily produce identical TFP numbers. Diewert ( 1992) shows that in the multiple-output multiple-in
 put case, different index number techniques generally produce different productivity measures.
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 The TFP indices discussed in this section yield a "gross" measure of productivity
 changes. They do not distinguish among sources of productivity growth. Furthermore,
 by using input cost shares for aggregation of inputs, it is assumed that input prices are
 "correct"; that is, there is no change in allocative inefficiency. Similarly, aggregation of
 outputs using revenue shares as weights assumes that relative prices of multiple outputs
 are proportional to their respective marginal costs. In practice, both of these input and
 output aggregation conditions are likely to be violated, but to some extent they can be
 corrected for via decomposition analysis, discussed below.

 3.3 Decomposition of TFP into sources
 Strictly speaking, index-number-based productivity measures can be used for making
 inferences about the change in overall productive efficiency only if there is no difference
 (change) in operating environments between the firms (over time), and no change in
 scale economies. In practice, operating environments and scale of outputs may be very
 different between firms and change over time within a firm. Therefore, in order to make
 inferences about productive efficiency it is necessary to separate out these influences on
 the "gross" measure of TFP. Two alternative procedures for accomplishing this are de
 scribed below.

 Formal decomposition of TFP
 Denny et al. (1981) derive the following formula to decompose TFP growth into effects
 of output scale, non-marginal cost pricing of outputs, and residual productive efficiency:

 TFP = Yp-F = (l-?Y)Yc + [Yp-Yc] + E (2)

 where TFP is the TFP growth rate; F7 is the growth rate of the output aggregated by
 using revenue shares as the weights for aggregation; Y? is growth rate of the output ag
 gregated by using cost elasticities as the weights for aggregation; F is the growth rate ci
 inputs; and

 ?y = y^idlnC/dlnYt) i

 is the sum of the cost elasticities with respect to outputs, which needs to be estimated via
 a cost function. The first term on the RHS of equation (2) is TFP growth attributable to
 output growth (change in scale). The second term is the effect of changes in extent of
 non-marginal cost pricing of outputs on TFP growth. The last term E is residual TFP
 growth due to productive efficiency.5 It is important to note that this decomposition for
 mula requires information on cost elasticities with respect to outputs, and marginal costs
 of all outputs, which are not normally available without estimating a neoclassical cost
 function. However, once a cost function is estimated, it contains all the information for

 computing changes in "gross" TFP and TFP changes attributable to scale of output and
 residual changes in TFP (productive efficiency).6 Therefore, while this decomposition

 5 Bauer ( 1990a) expands this decomposition approach to distinguish the effects of productive efficiency
 between the effects of allocative and technical efficiencies.
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 formula is useful to show the accounting identity between changes in gross TFP and its
 components, researchers do not normally need to follow this decomposition formula to
 measure (residual) productive efficiency. They would compute it directly from the cost
 function. This point has not been recognised in the literature.

 Use of regression analysis to decompose a TFP index
 Some studies have adopted a different approach for TFP decomposition. Caves, Chris
 tensen and Tretheway (1981) regress the TFP index on a number of variables, such as
 output and network characteristics, to attribute TFP differentials to sources.7 Essential
 ly, a decomposition regression includes the same variables included in a cost function.
 Freeman et al. (1985) explore sources of TFP growth by regressing TFP measures on
 various combinations of variables including route miles, average trip length, average
 length of haul, firm dummy variables, and so on. They provide an estimate of productive
 efficiency in the form of residual or unexplained TFP levels. Their results show that
 some TFP growth can be explained by economies of traffic density, while economies of
 firm size do not appear to be an important factor. Tretheway et al. (1997) also decom
 pose TFP differences into a number of sources, and compute a residual TFP growth.
 Their results indicate that of the average 3.4 per cent per annum TFP growth for the two
 Canadian carriers in the 1956-91 period, less than half is explained by TFP regressions.
 Average residual TFP growth is essentially the same for the two carriers, and is estimat
 ed at 1.8 - 1 .9 per cent per annum.

 Hensher et al. (1995) give a good example of the decomposition regression ap
 proach. They regress the gross TFP measure on variables to account for the influence of
 scale, density, technology, changes in management, and excess capacity, on railway per
 formance. A residual TFP measure is derived after controlling for these sources. Results
 show that differences in scale, density, output composition, and excess capacity, explain
 a significant portion of gross TFP differentials, and a significant portion of the remain
 ing TFP differentials can be explained by particular innovations in technology and man
 agement practices.

 3.4 Data Envelopment Analysis
 Data Envelopment Analysis (DEA), introduced in Chames et al (1978), is a non-para
 metric approach for measuring efficiency. DEA involves an application of linear pro
 gramming (LP) to observed data to form a production frontier, against which to evaluate
 the efficiency of each firm or organisation. Specifically, DEA utilises a sequence of lin
 ear programs, one for each observation (a firm or an organisation observed at a time), to
 construct a piecewise linear production frontier, and to compute an efficiency index for

 6 Since multiple outputs can be included in a cost function without output aggregation, differential devia
 tions of output prices from respective marginal costs do not cause any problem for identifying productive
 efficiency from a cost function.
 7 They have shown that the Cobb-Douglas form of TFP regression is equivalent to a Cobb-Douglas cost
 function.
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 W

 xjv

 Figure 4
 Diagrammatic Interpretation of DEA

 each observation relative to the frontier. Observations that lie on the production frontier
 are deemed efficient, while those not on the frontier are regarded as being inefficient.

 Figure 4 illustrates a hypothetical one-output two-input case. Firms G, F, E, and C
 constitute the "best practice" (frontier), since no other firms in this sample produce the
 same level of output using less of at least one of the inputs. Firms B and D are inefficient
 relative to the frontier.

 DEA can accommodate multiple outputs and multiple inputs. The relative efficiency
 of an observation is defined as the ratio of its total weighted output (virtual output) to its
 total weighted input (virtual input). The weights (virtual multipliers) are determined by
 LP optimisation. DEA allows each observation to select the weights that maximise its
 own efficiency score. Generally, higher weights would be given to inputs used relatively
 less and outputs produced relatively more. The DEA index value of 1 (unity) implies
 that the observation is on the efficient or "best practice" frontier, while a value less than
 unity implies that its performance is poorer than that which could be achieved.

 Assuming convexity of production possibility sets, Chames, Cooper and Rhodes
 (1978) (CCR) define the DEA efficiency index as the maximum of a ratio of weighted
 outputs to weighted inputs, subject to the condition that similar ratios for every obser
 vation be less than or equal to unity. In mathematical form, efficiency of the ?th obser
 vation can be obtained by solving the LP problem in (3):

 2 urYrk
 hk* = Maxr-^-?  (3)

 2 vix* i = 1
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 2 UrYrJ
 st. ^-<1 7=1,2...?

 ? = 1

 unv(> e r = l,...,s; ? = l,...,m

 where the F^-, Xy are the known outputs and inputs of theyth observation; un v? are the
 weights (virtual multipliers) to be determined by the solution of the problem; and e rep
 resents a small positive quantity introduced to ensure that all the observed inputs and
 outputs will have "some" positive value assigned to them. In this model, hk* = 1 if and
 only if the Mi observation is efficient relative to other observations.

 This original CCR model assumes constant returns to scale, and yields an index of
 overall efficiency. Extensions to this model have resulted in a variety of alternative for
 mulations, all sharing the principle of envelopment. One widely-used formulation is the
 so-called BCC model (Banker, Chames and Cooper, 1984), The BCC model distin
 guishes between technical and scale efficiencies by estimating pure technical efficiency
 at a given scale of operation.

 From the above discussion, a number of features of DEA become apparent. First, the
 DEA efficiency ratios are greatly dependent on the observed best practices in the sam
 ple. As a result, DEA tends to be very sensitive to outliers and measurement errors. Sec
 ond, since the weights for each observation are chosen so as to give the most favourable
 efficiency ratio possible, subject to the specified constraints, DEA evaluates an obser
 vation as efficient if it has the best ratio of any one output to any one input. As a conse
 quence, DEA efficiency ratios are sensitive to selection of inputs and outputs included
 in the analysis.8

 Bookbinder and Qu (1993) use DEA to compare the 1989 performance of .wo Cana
 dian (CN and CP) and five US Class I railways. Three DEA models are estimated by
 including different numbers of railways in the sample, and the results indicate Burling
 ton Northern (BN) as the most efficient railway, and Canadian National (CN) as the least
 efficient (28 per cent less efficient than BN). The study also conducts some sensitivity
 analysis on selection of outputs and inputs, and finds that the choice of inputs and out
 puts does affect efficiency ratings.

 Oum and Yu ( 1992,1994) use DEA to measure productive efficiency of railway sys
 tems in 19 OECD countries over the 1978-89 period. Two alternative sets of output

 measures are used in computing the DEA index: (1) revenue output measures (passen
 ger-kilometres and freight tonne-kilometres); and (2) available output measures (pas
 senger train-kilometres and freight train-kilometres). Both sets of DEA indices indicate

 8 For a detailed analysis of the effects of outliers on DEA indices and comparisons with other efficiency
 measurement techniques, see Yu (1995, 1998).
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 that DSB (Denmark) and VR (Finland) made significant improvements during the peri
 od, while CFL (Luxembourg) and NSB (Norway) experienced noticeable declines.

 Similar to the TFP index, the DEA index is a "gross" efficiency indicator, which re
 flects both productive efficiency and the effects of operating environments. Therefore,
 a regression analysis can be performed on the DEA gross efficiency index to compute a
 residual efficiency index by removing the effects of different operating environments.
 Oum and Yu ( 1994) use a Tobit regression on the DEA index to identify the effects on
 efficiency of public subsidies and the extent of managerial autonomy, and to compute a
 residual efficiency index. Residual efficiency results indicate that in 1989, British Rail
 (UK), NS (Netherlands), SJ (Sweden), and VR (Finland), were among the most efficient
 performers, while CH (Greece), and OBB (Austria), were among the least efficient ones.
 They find that railway systems with high dependence on public subsidies are signifi
 cantly less efficient than similar railways with less dependence on subsidies, and rail
 ways with a high degree of managerial autonomy from the regulatory authority tend to
 achieve higher efficiency.

 4. Conventional Econometric Methods
 Econometric methods involve estimation of a production or cost function. The estimated
 production or cost function can then be used to identify changes in productivity or pro
 ductive efficiency.

 Solow (1957) appears to be the first to demonstrate that the rate of productivity
 growth can be identified with the rate of Hicks-neutral technical progress, assuming
 constant returns to scale and competitive input markets. Following the Solow model, the
 conventional econometric approach estimates the following production function:

 / = /tf,f) + s (4)
 for t = 1,2,...T The estimated parameters are then used to solve for rate of technical
 progress as dlnflx*,t)ldt. There can be a substantial difference between the "gross" pro
 ductivity measured via an index number procedure, and the "shift" or "technical
 progress" concept of productivity measured by an econometric method. These two con
 cepts give equal empirical results only if every firm is on its production frontier and op
 erates in an identical set of operating environments. Otherwise, the two concepts could
 yield very different empirical results (although a decomposition regression of TFP re
 sults might reconcile much of the difference).

 Because it is difficult to estimate a production function when firms produce more
 than one output, cost-function approaches have been developed based on the early work
 on duality theory of Shephard (1953, 1970), Uzawa (1964), Diewert (1974), and Mc
 Fadden (1978). A cost function, which is dual to production technology, can be easily
 applied to multiple-output situations. The cost function can be specified as follows:10

 9 Conventional regression could not be used because the dependent variable, efficiency index, lies be
 tween zero and one.

 10 The cost (production) function for railways and other transport firms generally includes other exogenous
 influences on production and costs, including attributes of outputs such as average load, length of haul, and
 other network characteristics, quality of service, and so on.
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 C'=C(yV,0. (5)
 Logarithmically differentiating the cost function with respect to time decomposes the

 rate of growth of total cost into its sources: changes in input prices, growth of output,
 and rate of cost reduction due to technical progress (Gollop and Roberts, 1981):

 dlnC = ?L dlnCd\nwn ^ ?lnCdlny dlnC
 dt ? d\nw? dt + ainy dt + dt ' { } n= 1 n J

 The rate of technical progress equals the negative of the rate of growth of total cost with
 respect to time, holding output and input prices constant; that is, -d\nC(wn,y,t)ldt. In a
 regression, this is the parameter measuring the shift in the cost function over time.
 The total cost function assumes that firms adjust all inputs instantaneously as outputs

 change. However, in practice firms may not be able to adjust all inputs (especially cap
 ital stocks and, in some cases, labour) as outputs change. In order to account for the
 short-run disequilibrium adjustment in capital stock, many studies estimate variable cost
 functions, in which capital stock is treated as a fixed input (for example, Caves, Chris
 tensen and Swanson, 1981a, and Gillen et al., 1990). Oum and Zhang (1991) observe
 that most of the estimated variable cost functions had incorrect (positive) signs for the
 capital stock variable, implying that the shadow value of capital input is negative, and
 show analytically that an incorrect sign is caused by a common mis-specification of the
 variable cost function. In order to solve this problem, they suggest that a measure of cap
 ital service flow (in place of the capital stock level) should be included in the variable
 cost function. Since it is difficult to measure capital service flow, they further suggest
 the use of the utilised capital input; that is, capital stock multiplied by utilisation rate.
 Another issue in cost function specification is that there may be systematic differenc

 es between firms otherwise employing the same technology; for example, differences in
 terrain or market location. These exogenous influences on cost-output relationships
 need to be incorporated into the cost function. Network variables Z could allow for dif
 ferences in terrain, weather, or exogenous characteristics of the market area served, such
 as more favourable directional flows of cargo and/or shorter average lengths of haul.
 Firm dummy variables and firm-specific trend variables are sometimes incorporated in
 a production or cost function to measure and compare differences in (residual) produc
 tive efficiency across firms and over time (see Friedlaender et al., 1993, for an example).
 One danger with this approach is that there may be high collinearity between firm dum
 my variables (F) and output or network variables (Yor Z), especially in panel data which
 include both very large and very small firms (Xu et al., 1994, and Oum and Zhang,
 1997). Although, theoretically, high collinearity does not lead to biased parameter esti
 mates, in a finite sample it often affects point estimates of parameters, especially for out
 puts (Y) and network variables Z (such as average length of haul). This situation worsens
 as inter-firm variations in Fand Z relative to intra-firm variations in the same variables

 become larger. Because the firm-dummy variables "take away" a portion of cost varia
 tion which can be legitimately explained by Fand Z, it will reduce the statistical signif
 icance and size of coefficients for Fand Z. Therefore, we question the inclusion of a firm
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 dummy variable in a production/cost function without carefully examining its impacts
 on other coefficients. Identifying the variables which explain residual firm effects is a
 good alternative avenue to pursue. Another promising way of dealing with the problem
 may be stochastic frontier methods, which are described in the next section.

 Many studies have estimated conventional cost or production functions to assess rail
 productivity and efficiency (see Table 3), although only two studies are considered in
 detail here.11 Caves, Christensen and Swanson (1980) estimate cost functions based on
 US Class I railway data for the years 1955, 1963, and 1974, in order to determine elas
 ticities of cost with respect to outputs. They use these cost elasticities as weights for ag
 gregation of outputs to compute an output index, which is then used to compute the TFP
 growth rate of the US rail industry during the 1951-74 period. They find that productiv
 ity growth averaged 1.5 per cent per annum during the 1951-74 period, a rate substan
 tially lower than the estimates of Kendrick (1973) and others. They also show that when
 they apply Kendrick's weighting scheme for output aggregation to the same data, the
 productivity growth estimate increases substantially, to 3.6 per cent per annum.12 This
 illustrates the importance of weights and aggregation.

 Subsequently, Caves, Christensen and Swanson (1981a) directly estimate productiv
 ity changes through a variable cost function and find that annual productivity growth av
 eraged 3.5 per cent for 1955-63,0.6 per cent for 1963-74, and an average of 1.8 per cent
 over the 1955-74 period. Caves, Christensen and Swanson (1981b) incorporate Canadi
 an railways into the analysis for the same time period. Contrary to the US trend of de
 clining productivity growth, Canadian railways had shown productivity improvement.
 The two large Canadian Railways achieved higher productivity growth, particularly in
 the later years, and this can be attributed to the partial Canadian rail deregulation. Sub
 sequent analysis by Caves, Christensen, Swanson and Tretheway (1982), using an ex
 panded data set, reaffirmed their earlier results.

 A somewhat different method is used by De Borger (1992) to study the cost structure
 and productivity growth in Belgian railway operations. A generalised Box-Cox cost
 function for multiple-output technologies is estimated, and the two productivity growth
 measures are defined: (a) the common rate at which outputs can grow over time, with
 all inputs held constant; and (b) the common rate at which inputs can be reduced over
 time, with all outputs held at a fixed level. The two will differ, unless there are constant
 returns to scale. The results indicate that average annual productivity growth ranged be

 11 See Oum and Waters ( 1996) for further discussion of transport cost functions including choice of func
 tional form, level of output disaggregation, treatment of output attributes, and treatment of fixed or quasi
 fixed inputs.
 12 Kendrick's gross TFP measure (5.1 per cent per annum) is higher than Caves, Christensen and Swan
 son's (3.6 per cent). The two figures are not comparable exactly. The time periods were different ( 1948-66
 versus 1951-74, respectively), and Kendrick's analysis included labour and capital only, while Caves et
 ?/.'s analysis included labour, two types of capital inputs, energy, and materials. Differences in growth
 rates from different studies are not surprising. Tretheway et ai (1997) and Tretheway and Waters (1995a,
 1995b) show noticeable differences in calculated growth rates from the same data depending on choice of

 base years and other computational procedures.
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 Table 2
 Productivity and Efficiency Estimates with Index Number and DEA Procedures

 Study  Method  Sample  Findings

 The United States
 Martland (1989,1997)

 Fishlow(1960)
 Kendrick (1961)
 Kendrick (1973)
 Meyer & Morton (1975)
 Gollop & Jorgenson (1980)
 Kendrick & Grossman (1980)

 Gordon (1991)
 Duke, Litz & Usher (1992)
 STB/ICC(1997)

 Relate partial measures
 to revenues and costs

 Divisia-Tornqvist Type Index
 Divisia-Tornqvist Type Index
 Divisia-Tornqvist Type Index
 Laspreyre and Paasche Index
 Divisia-Tornqvist Type Index
 Divisia-Tornqvist Type Index

 Divisia-Tornqvist Type Index
 Divisia-Tornqvist Type Index
 Divisia-Tornqvist Type Index

 US: 1973-83 net productivity savings at $65mill
 US: 1977-95
 US: 1839-1910 TFP growth at 3.4% per year
 US: 1889-1953 TFP growth at 2.6% per year
 US: 1948-66 TFP growth at 5.1% per year
 US: 1947-70 TFP growth at 1.5-2.4% per year
 US: 1947-73 TFP growth at 2.2% per year
 US: 1948-76 TFP growth at 2.1 % per year
 US: 1966-76 TFP growth at -1.8% per year
 US: 1948-87 MFP growth at 3.33-3.35% per year
 US : 1958-89 MFP growth at 3.5% per year
 US: 1991 -95 TFP growth at 5.0% per year

 Canada
 Hariton& Roy (1979)
 Freeman et at. (1985)

 Tretheway et al. (1997)

 Bookbinder&Qu(1993)

 Divisia-Tornqvist Type Index
 Multilateral Index
 TFP Regression
 Multilateral Index

 TFP Regression
 DEA

 Canada: 1956-75
 Canada: 1956-81

 Canada: 1956-91
 1956-81
 1981-91
 1981-91

 Canada & US: 1989

 TFP growth at 3.0% per year
 TFP growth: CP:3.5% & CN: 3.1%
 Residual TFP growth: 2.4% per year
 TFP growth
 3.4% per year
 2.7% per year
 Residual TFP growth: 1.8% per year
 BN most efficient; CN least efficient

 Europe and OECD
 Nash (1985)
 Jackson (1991, 1992, 1993)
 Barrett (1991)
 Nash & Preston (1994)

 Preston (1996)

 Deakin & Seward (1969)
 Oum &Yu (1994)

 Partial Measures
 Partial Measures
 Partial Measures
 Partial Measures

 Partial Measures
 Multilateral TFP Index
 Translog Cost Function
 Cost-elasticity based TFP
 Divisia-Tornqvist Type Index
 DEA

 Western Europe
 European Railways
 Ireland: 1980-89
 Europe: 1977, 1990

 Europe: 1977, 1990

 UK: 1952-65
 OECD: 1978-89

 DEA-Tobit

 SJ & NS: high labour productivity
 Annual performance surveys
 62% increase in cost per unit
 Market share down by 12-20%
 Labour productivity up by 27%
 Revenue/Cost ratio up by 22%
 Same as above
 SJ top; FS & SNCB the worst
 SJ top; OBB the worst
 SJ & CIE top; FS the worst
 TFP growth at -0.6% per year
 DSB & VR: most improved
 CFL & NSB: declined most
 DSB & SNCB: improved
 CFL, CH& NSB: declined

 Other Studies
 Brunker(1992)

 Steering Committee (1992)

 Henshereza/. (1995)

 Nakajima <?/a/. (1996)

 Thompson et al (1991)
 Thompson & Fraser (1993)

 Divisia-Tornqvist Index
 with shadow prices
 Divisia-Tornqvist Type Index

 Multilateral Index
 TFP Regression
 Divisia-Tornqvist Type Index
 production divided into "3T"
 Partial Measures
 Partial Measures

 Australia: 1979-88  TFP growth at 3.4-4.9% per year

 Australia - SRA: 1981-91 TFP growth of 2.1% per year
 Australia - AN : 1979-91 TFP growth of 4% per year
 Australia: 1971-92 TFP growth: 2.4-3.2% per year

 Residual TFP growth: 1.56~2.4% per year

 Japan: 1956-86
 World Railways
 World Railways

 TFP growth at -3.66% per year
 Annual Performance Survey
 Annual Performance Survey
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 Table 3
 Productivity and Efficiency Estimates with Econometric Methods

 Study  Method  Sample  Findings

 The United States
 C?vese*al. (1980)

 Caves et al. (1981a)

 Cost-elasticity based TFP
 Divisia-Tornqvist Type Index
 Translog variable cost function

 US: 1951-74

 US: 1955-74
 1955-63
 1963-74

 Grabowski & Mehdian ( 1990) Deterministic Production Frontier US : 1950-81
 Revenue as output

 Bereskin(1996)
 Kumbhakar(1987,

 Wilson (1997)

 Bi-level cost function
 i,b) Stochastic Cost Frontier

 Translog Cost Function

 US: 1978-93
 US: 1951-75

 US: 1978-89

 TFP growth at 1.5% per year
 TFP growth at 3.6% per year
 Productivity growth at 1.8% per year
 Productivity growth at 3.5% per year
 Productivity growth at 0.6% per year
 Overall efficiency down by 2%
 Pure efficiency down by 5%
 Scale efficiency up by 3.6%
 Productivity growth: 2.11 % per year
 Technical efficiency down
 Allocative efficiency up
 Labour the main cause of inefficiency
 high productivity growth following
 deregulation
 diminish to pre-deregulation level by 1989

 Canada
 Caves et al. (1981b)

 Caves et al. (1982)

 Roy &Cofsky (1985)

 Translog variable cost function US & Canada: 1956-74

 Cost-elasticity based TFP
 Multilateral Index
 TFP Regression
 Cost-elasticity based TFP

 mid 1950s Canada 30% less productive
 by 1974 Canada 10% more productive

 Canada: 1956-79 TFP growth: 3% and 2.2% per year
 US : 1956-79 TFP growth: 1.6% per year
 Canada, US 30% difference can be explained
 Canada: 1956-81 TFP growth: CP, 3.1 %; CN, 3.25% per year

 Europe and OECD
 De Borger (1991)

 De Borger (1992)
 McGeehan(1993)
 Dodgson(1993)

 Perelman & Pestieau ( 1988)

 Deprins? Simar (1989)

 Compagnie et al. ( 1991 )

 Filippini&Maggi(1991)
 Gathon & Perelman (1992)

 Gathon & Pestieau (1995)

 Coelli & Perelman (1996a)

 Coelli & Perelman (1996b)

 Hedonic Cost Function

 Box-Cox Cost Function
 Translog variable cost function
 Translog variable cost function
 Multilateral Index
 Deterministic Production Frontier OECD: 1970-83

 Belgium: 1950-86
 1950-62
 1962-86

 Belgium: 1950-86
 Ireland: 1973-83
 UK: 1900-12

 Deterministic Production Frontier OECD: 1970-83

 Deterministic Production Frontier

 Second stage regression
 Deterministic cost frontier

 Stochastic Factor Requirement
 Frontier (panel data models)
 Stochastic Production Frontier

 Second stage regression
 Output-oriented. Distance
 Function & Multilateral Index

 Multi-output Distance Function
 (three estimations methods)

 Europe: 1962-88

 Swiss: 1985-88
 Europe: 1962-88

 Europe: 1961-88

 Europe: 1979-83

 Europe: 1979-83

 Productivity growth: 2~3% per year
 Productivity growth: 1% per year
 Productivity growth: 1.3~2.4% per year
 Productivity growth: 7~9% per year
 Productivity growth: 0.3% per year
 TFP growth: -2.68% per year
 Productivity growth: 1.03% per year
 Technical progress: 0.9% per year
 Efficiency change: 0.13% per year
 Exogenous factors have significant effects
 on efficiency estimates
 NS most efficient; NSB least efficient
 TCDD most efficient; CFL least efficient
 Not much variation among the railways
 Positive correlation between technical

 efficiency and autonomy
 NS most efficient, DSB least efficient
 VR most efficient; CFL least efficient
 NS most efficient; BR least efficient

 SNCF most efficient, BR least efficient
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 tween 1.3 and 2.4 per cent over the period 1950-86, and that productivity growth was
 driven by changes in the composition of the energy aggregate towards more electricity,
 rather than by improvements in labour productivity. The results are rather robust across
 different cost function specifications, which is contrary to the findings of Diewert and
 Wales (1987).

 De Borger (1991) compares differences in input substitution possibilities, returns to
 scale, and productivity growth by estimating cost functions with two alternative output
 specifications: hedonic versus general models.13 With respect to productivity growth,
 the general output specification implies annual increase in productivity of up to 6 per
 cent over the 1950-62 period, and a decline of 2 to 3 per cent per annum during the 1963
 86 period. The hedonic model suggests, however, that the productivity decline in the lat
 ter period may be due to ignoring improved operating characteristics. The hedonic mod
 el shows a productivity growth of approximately 2 to 3 per cent per annum in the 1950
 62 period, and slightly more than 1 per cent per annum in the 1963-86 period. This study
 is a vivid example of the importance of careful specification of the output measure in
 estimating the cost function.

 Wilson ( 1997) estimates a translog variable cost function for American railways over
 the 1978-89 period; that is, overlapping the Staggers Act (1980) deregulation of the in
 dustry.14 He uses a simple RTM output measure, but adjusts for output characteristics
 (average length of haul, proportion of unit train traffic, and proportion of interline traf
 fic). He also adjusts track mileage by speed rating. His results show substantial increases
 in productivity following deregulation (of 6.0 to 7.5 per cent per annum), gradually di

 minishing to pre-Staggers rates of improvement (about 3 per cent).

 5. Frontier Econometric Measures
 Traditional econometric methods for estimating cost or production functions implicitly
 assume that all firms are successful in reaching the efficient frontier (and only deviate
 randomly). If, however, firms are not always on the frontier, then the conventional esti

 mation method would not reflect the (efficient) production or cost frontier against which
 to measure efficiency. For this reason, many researchers now estimate frontier produc
 tion or cost functions that recognise that some firms may not be on the efficient frontier.

 This is essentially done by specifying the following form of error terms of the produc
 tion (cost) function:

 8 = u + v (7)

 13 The hedonic approach adjusts the output measure for variations in output quality attributes and/or dif
 ferences in operational characteristics. See Oum and Tretheway (1989) for a discussion of hedonic and
 general specifications of translog cost functions.
 14 A very different formulation of a cost function is given in Bereskin ( 1996), who proposes a "bi-leveP
 cost function incorporating four sub-components of expenditures (maintenance of way, maintenance of
 equipment, transport, and general plus miscellaneous freight expenditure) as micro-cost aggregates, ap
 plied to 1978-93 US Class I railways. However, the required weak separability conditions are not tested,
 and the use of total operating expenses as the dependent variable means that the adjustments in capital
 stocks are not factored into the productivity measure.
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 where u is the inefficiency term resulting from a firm deviating from the efficient pro
 duction (cost) frontier, and v is the traditional noise term. Depending on whether u is as
 sumed to be a deterministic or a stochastic value, the method is called a "deterministic"
 or a "stochastic" frontier method.

 The deterministic frontier can be estimated by a variety of methods, including the
 corrected ordinary least squares (COLS) method,16 or by including firm dummy and/or
 firm-specific time trend variables in the cost (production) function.

 The stochastic frontier methods postulate that some firms fail to achieve their pro
 duction (cost) frontier, and the inefficiencies cannot be fully explained by measurable
 variables. Thus, a one-sided error term, in addition to the traditional symmetric noise
 term, is incorporated in the model to capture the part of inefficiency which cannot be
 explicitly explained. This method was first proposed by Aigner et al. (1977) and
 Meeusen and van den Broeck (1977), and has been extended by Jondrow et al. (1982)
 and Battese and Coelli (1992) among others. Specific distributional assumptions about
 disturbance terms must be made in order to obtain estimates of firm-specific efficien
 cies. Statistical noise is generally assumed to be independently and identically distrib
 uted (iid) normal, while a number of distributions have been assumed for the one-sided
 (inefficiency) term, such as exponential, half-normal, truncated normal, or gamma dis
 tribution.

 The basic stochastic frontier model is given by:

 y=j{x,?)eve-u, u>0 (8)
 where y represents output;^(jc,?) is the deterministic core of the frontier production func
 tion; ? are the parameters to be estimated; v is a random variable that takes value over

 the range (~oo,+oo) and represents the effects of non-observable explanatory variables
 and random shocks; and u is a random variable that takes non-negative values and cap
 tures distance from the efficient frontier (inefficiency). Specifically, f(x,?)ev is the sto
 chastic frontier, while e~u is the measure of deviation of each observation (firm) from
 the frontier, that is, inefficiency. The condition u > 0 ensures that all observations lie on
 or below the production frontier.18

 Although stochastic frontier methods have been widely applied in many areas such
 as electric utility and telecommunications, only a limited number of applications have
 been made to the rail industry to date (see Table 3). Some of these studies are considered
 below.

 15 Aigner and Chu (1968) made the first attempt to estimate a parametric functional form for a (Cobb
 Douglas) production frontier within the theoretical framework of Farrell ( 1957).

 16 COLS is carried out by shifting the OLS production (cost) function by the amount of the largest positive
 (negative) residual, thus forming the deterministic production (cost) frontier.

 17 When panel data are available, estimates of the inefficiency disturbances can be obtained without assum

 ing a particular distribution for the efficiency terms (Schmidt and Sickles, 1984). However, one must specify
 how efficiency changes over time instead.

 18 Bauer ( 1990b) and Greene ( 1993) provide good reviews of recent developments in the econometric ap
 proaches to frontier estimations; see also chapters 8 and 9 in Coelli et al. (1998).
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 5.1 Deterministic frontier methods

 Perelman and Pestieau (1988), Deprins and Simar (1989), Grabowski and Mehdian
 ( 1990), Compagnie et ah ( 1991), and Rlippini and Maggi (1991) have applied determin
 istic frontier methods to measure railway efficiency. Based on the sample of 19 railways
 (18 European plus Japanese National Railways) over the 1970-83 period, Perelman and
 Pestieau (1988) construct a translog frontier production function using the corrected
 OLS method. A number of exogenous factors are directly incorporated in the production
 function to correct for their effects on railways' observed performance, and to measure
 net technical efficiency. NS (Netherlands) is found to be the most efficient, and CH
 (Greece) the least efficient. Over the 1970-83 period, average technical progress for the
 19 railways was estimated at 0.9 per cent per annum, and average increase in technical
 efficiency (movement towards the frontier) was estimated at 0.13 per cent per annum;
 hence, overall productivity growth was 1.03 per cent per annum. For comparison, the
 study also computes TFP growth using the Tornqvist index procedure, and finds that the
 two sets of productivity growth estimates are quite different, not only on average over
 the whole period, but even more so on a yearly basis. This is not surprising, because par
 ametric estimation of efficiency removes the effects of changes in operating environ
 ment and scale of operation, while the Tornqvist index is a "gross" TFP measure.

 The Deprins and Simar (1989) study is similar to that of Perelman and Pestieau
 ( 1988), in that both studies use essentially the same data and deterministic frontier meth
 ods with corrections for exogenous factors. However, the two studies use different sets

 of output and input variables. Also, Deprins and Simar (1989) estimate the production
 frontier using three alternative estimation techniques: a corrected OLS without correc
 tion for the exogenous factors, a non-linear least square (NLIN), and maximum likeli
 hood method. As in Perelman and Pestieau (1988), NS of The Netherlands is identified
 as the most efficient company. The relative efficiency rankings of other railways are also
 similar to those of Perelman and Pestieau (1988). The study compares efficiency rank
 ings with and without correcting for exogenous factors, and finds that there are consid
 erable differences between the two sets of efficiency estimates. This shows the
 importance of accounting for the effects of exogenous variables.

 Unlike the previous two studies, Grabowski and Mehdian (1990) estimate a ray-ho
 mothetic production frontier using the COLS method to measure "revenue" efficiency
 of US railways over the period 1950-81. Revenue efficiency refers to maximising reve
 nue from the production of various outputs, and is intended to measure the overall effi
 ciency including both allocative and technical efficiency.19 Output and inputs are
 measured by (deflated) revenue and input costs. Results indicate that the main source of
 revenue inefficiency was operation at a non-optimal scale; that is, the scale of operation
 was too large. In addition, it shows that revenue efficiency improved substantially dur
 ing the 1950s and the first half of the 1960s, stabilised throughout the late 1960s and the

 first half of the 1970s, but declined consistently in the late 1970s.

 19 Revenue efficiency represents overall efficiency only if railways* outputs are priced competitively.
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 Filippini and Maggi ( 1991) estimate a cost frontier based on the 1985-88 data for 57
 private Swiss railways. A cost efficiency indicator is constructed as the ratio of actual
 cost of a firm over the estimated frontier; thus it reflects both allocative and technical

 efficiency. The study finds that the efficiency estimates are relatively high (all above 90
 per cent) and do not vary much among the sample railways. This finding is consistent
 with the fact that the sample railways are similar in size and structure, and operate in a
 similar political and regulatory environment. The study also finds a significant positive
 correlation between cost efficiency and deficit financing by the Cantons, but no signif
 icant correlation between efficiency and equity structure.

 5.2 The stochastic frontier method

 As the appeal of the stochastic frontier method becomes more widespread, more re
 searchers are using this methodology. Kumbhakar (1987, 1988a,b) is among one of the
 first to apply the stochastic frontier method to railways. He estimates allocative and
 technical inefficiency, including input-specific technical inefficiency, in a cost-mini

 mising framework, for a panel of US Class I railways, over the period 1951-75. These
 studies were interested primarily in methodological development. The empirical find
 ings require further review and analysis.

 Gathon and Perelman (1992) estimate a factor (labour) requirement frontier for 19
 European railways using a panel data approach, in which technical efficiency is assumed
 to be endogenously determined. By using the factor requirement frontier, the study im
 plicitly assumes the existence of complementarity (fixed proportions) between all the
 main inputs (labour, capital, and fuel) in rail production. Net measures of inefficiency
 are estimated after correcting for the effects of a number of explanatory variables, in
 cluding an autonomy index. The results indicate a positive correlation between manage
 rial autonomy and technical efficiency.

 Gathon and Pestieau (1995) estimate a translog production frontier to compute a
 gross efficiency index for 19 European railways over the period 1961-88. The average
 gross efficiency index over the last three years (1986-88) ranges from 0.947 for NS
 (Netherlands) to 0.732 for DSB (Denmark). Next, in a second stage regression, they use
 the autonomy index constructed by Gathon and Perelman (1992) in order to correct for
 inefficiency caused by a lack of managerial autonomy, and to decompose the gross ef
 ficiency into managerial and regulatory efficiency. They conclude that managerial au
 tonomy is an important determinant of the government owned railways' performance.
 In an earlier version of the paper, Compagnie et al. (1991) estimate a deterministic pro
 duction frontier in the first stage. The efficiency estimates from the deterministic fron
 tier have a larger dispersion. This illustrates that the stochastic frontier method filters out

 noise, resulting in smaller dispersion in efficiency estimates.
 Coelli and Perelman (1996a)20 estimate output-oriented distance functions on a pan

 el of 17 European railways over the period 1979-83. They use two alternative estimation

 20 Coelli and Perelman (1996b) compare three alternative methods to estimate the distance function,
 namely, a parametric frontier by linear programming, DEA, and COLS. They find that there is a strong
 correlation between the parametric linear programming and COLS methods. The paper suggests the use of
 geometric means of the alternative measures as the final efficiency estimate.
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 techniques: a deterministic frontier using COLS, and a stochastic frontier using the max
 imum likelihood (ML) method. Comparisons lead the authors to select the COLS esti

 mates as the preferred estimates. They also use two alternative output measures (a
 multilateral output index, and total revenue as aggregate output) and conclude that use
 of total revenue as a measure of aggregate output is fraught with danger, while the mul
 tilateral output index appears to be a suitable method of aggregating output.

 6. Summary and Concluding Remarks
 This paper has surveyed methodologies used in rail productivity and efficiency studies,
 and the empirical findings of many studies. It began by summarising the concepts of
 productivity as well as technical, allocative, and productive efficiency. Although partial
 factor productivity measures and/or performance ratios are widely used in the rail indus
 try, they have evident shortcomings in measuring efficiency because they ignore other
 outputs and inputs. Hence the majority of academic and much policy-oriented research
 has focused on comprehensive measures of efficiency performance, either non-paramet
 ric methods of TFP indices or DEA, or econometric estimates of production or cost
 functions.

 As observed by Dodgson (1985) and Hooper (1987), an important policy purpose of
 productivity studies is to investigate the relative efficiency of private versus government
 ownership and the relative efficiency of firms in regulated and unregulated environ
 ments. Virtually all rail productivity and efficiency studies reviewed in this paper con
 clude that increased competition via regulatory liberalisation and deregulation has
 improved productive efficiency. For example, Canadian railways have achieved higher
 productivity growth than their US counterparts during the 1960s and 1970s because
 Canada liberalised its rail pricing regulation in the 1960s. US rail productivity growth
 has been significantly higher following the extensive deregulation implemented by the
 Staggers Act of 1980.

 Many productivity studies of European railways have investigated the effect of man
 agerial autonomy of government owned or mixed ownership enterprises on efficiency.
 Those studies, by and large, conclude that efficiency is positively influenced by mana
 gerial autonomy. This finding is consistent with the result of Caves and Christensen
 ( 1980), who conclude that the competitive environment is a more important factor in de
 termining railway efficiency than ownership form, after comparing the efficiencies of
 CN (government owned at that time) and CP (private enterprise).

 Before drawing conclusions about the advantages of different methodologies, there
 are some basic questions about accuracy of measurement. First, productivity/efficiency
 comparisons by any methodology are difficult to make with precision. There are con
 ceptual and practical issues in identifying the number and diversity of outputs and inputs
 and their level of aggregation. Then there are data problems including unavailability, er
 rors of interpretation and measurement, and the need for proxies when desired data do
 not exist. The computation or estimation procedures can make a difference. Even a sim
 ple measure of growth rates over time can vary substantially, depending on the choice
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 of beginning or terminating year. Although managers and policy-makers would like to
 measure productivity growth to a tenth of a percentage point, the real accuracy is prob
 ably an order of magnitude lower. Comparisons across studies are probably not reliable
 unless restricted only to broad comparisons. Certainly it is important to look closely at
 databases, levels of aggregation in data, computational procedures, and underlying as
 sumptions in comparing results from different studies.

 There are a few possible generalisations. As in all analyses, more data provides great
 er confidence. Productivity growth is best measured as a long-term trend, because the
 measure can fluctuate substantially from year to year. In comparing performance differ
 ences among companies, several years' observations provide a greater accuracy, and
 also provide the degrees of freedom to explore possible empirical explanations for ob
 served productivity/efficiency differences. Fortunately, the development and use of pan
 el data sets (combining cross-section and time-series data) have become more
 widespread. Methodologies such as the Divisia-Tornqvist index and Caves-Chris
 tensen-Diewert (CCD) multilateral procedure (which allows the comparison of absolute
 productivity levels and not just growth rates) have been important advances. Other non
 parametric methods, such as the Data Envelopment Analysis (DEA) method, have also
 been applied to measure the productivity of rail and other transport firms. However,
 these gross productivity measures do not distinguish between sources of productivity
 change, which could reflect changes in the degree of technical inefficiency, changes in
 scale of operations, and underlying changes in traffic mix including geographical shifts,
 differences in service quality or operating practices, as well as actual changes in produc
 tive efficiency (technological change). Index number methods must control for ? or at
 least explore ? possible explanations for productivity differences across firms and
 time.

 Following Denny et al. (1981), some studies decompose grossTFP growth into var
 ious components. To do this one needs information about cost elasticities of outputs and

 marginal costs, which cannot be obtained without estimating a cost function. However,
 once one has a cost function, it contains all the information for computing "gross" TFP
 and its components, such as TFP attributable to input prices, scale and mix of outputs,
 network characteristics and operating environment, and residual efficiency. Therefore,
 there is no need for separate calculation of a TFP index. This point has not been well
 recognised in the literature. Alternatively, many studies now use second stage or decom
 position regression of the TFP or DEA efficiency indices to measure the "residual" ef
 ficiency after removing the effects of those different operating environments that are
 beyond managerial control. Although these TFP or DEA decomposition regressions are
 useful tools to approximate pure productive efficiency, there is a need for more precise
 clarification of the theoretical links between these regressions and econometric cost
 functions. But at a minimum it is important to remember that index numbers or DEA
 results are gross measures of productivity. It is essential that any comparisons of pro
 ductive efficiency among firms or over time take into account the differences in the fac
 tors beyond managerial control. Since a cost function can be specified in such a way as
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 to account for the effects of all variables beyond managerial control, it is recommended
 practice to use a cost function method for measuring efficiency, rather than non-para
 metric index number approaches.

 Providing that data are sufficient, most economists estimate production or cost func
 tions for efficiency measurements and comparison. Because most firms produce more
 than one output, it is preferable to estimate a cost function. The estimated cost function
 is used to compute the rate of technical progress, that is, the shift in cost function, hold
 ing output and input prices constant. However, conventional econometric methods of es
 timating production or cost functions implicitly assume that all firms are successful in
 reaching the efficient frontier. Hence it is important to recognise and try to measure
 sources and levels of inefficiency to improve specification of cost/production functions.
 The rise of frontier estimation methods is an important development for this purpose.

 The translog variable cost function has emerged as the standard functional form for
 most researchers. While the functional form is more or less standardised, a less visible

 but important element is the proper specification and measurement of capital in order to
 obtain reliable estimates from the cost function. In order to account for the short-run dis

 equilibrium adjustment in capital stock, it is recommended practice to estimate a varia
 ble cost function. Furthermore, as suggested by Oum and Zhang ( 1991) it is desirable to
 include a measure of capital service flow (in place of the capital stock level) in the var
 iable cost function.

 It is customary to incorporate exogenous influences on production/costs into the re
 gression, such as average length of haul, measures of traffic mix, and ownership form.
 Inevitably, the choice of these variables is ad hoc, and thus the lack of theoretical con
 sistency of the model is a constant concern. Another dilemma is the underlying assump
 tion of efficient use of inputs. Traditional cost or production function methods implicitly
 assume that all firms are successful in reaching the efficient frontier. Recognition that
 not all firms are efficient underscores the importance of frontier estimation techniques
 that recognise deviations from efficient operations. Frontier estimation techniques are
 still relatively novel as far as railway applications are concerned, but they are the direc
 tion for future research on rail cost estimation and efficiency measurement.

 It is appropriate to close on another important direction for future research. This is
 the need to recognise and incorporate quality changes into the analysis. All the produc
 tivity and efficiency studies reviewed implicitly assume that quality of inputs and output
 are constant. But an increasing emphasis on "quality" has been stressed by probably eve
 ry railway manager in the world. Improving quality absorbs increased inputs, and the
 output produced is not homogeneous with what was produced before. There is a need to
 develop comprehensive quality measures that can be explicitly introduced into the anal
 ysis. Many partial performance measures are used (for example, percentage of on-time
 performance) but these are not sufficient for comprehensive efficiency measures. Qual
 ity must be expressed in a way that can be valued relative to traditional output and input
 quantity measures. Development of comprehensive quality measures both for outputs
 and inputs, and incorporating them into performance measurement, should be a high pri
 ority in future research.
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